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“The truest test of the moral condition of any scientific or other discipline, indeed of one's life, is a willingness to examine its moral condition.” — Robert L. Zimdahl and Thomas O. Holtzer, 2016

Abstract

This article presents findings from interviews that were conducted with agriculture and food system researchers to understand their views about what it means to conduct ‘responsible’ or ‘trustworthy’ artificial intelligence (AI) research. Findings are organized into four themes: 1) data access and related ethical problems; 2) regulations and their impact on AI food system technology research; 3) barriers to the development and adoption of AI-based food system technologies; and 4) bridges of trust that researchers feel are important in overcoming the barriers they identified. All four themes reveal gray areas and contradictions that make it challenging for academic researchers to earn the trust of farmers and food producers. At the same time, this trust is foundational to research that would contribute to the development of high-quality AI technologies. Factors such as increasing regulations and worsening environmental conditions are stressing agricultural systems and are opening windows of opportunity for technological solutions. However, the dysfunctional process of technology development and adoption revealed in these interviews threatens to close these windows prematurely. Insights from these interviews can support governments and institutions in developing policies that will keep the windows open by helping to bridge divides between interests and supporting the development of technologies that deserve to be called “responsible” or “trustworthy” AI.
Introduction

Agriculture and food system researchers engage with one of the most fundamental aspects of human experience — the food that people set on their tables and feed to their families. Aside from being essential to physical survival, food preferences are embedded deeply in human identities, emotions, and cultures. People establish identities, form relationships, and govern communities in part through how they produce, prepare, and consume or avoid various foods (Mintz and Du Bois, 2002). The physical, psychological, spiritual, social, and cultural significance people assign to food sets apart the ethics of AI in the food system from issues that arise in AI technologies in manufacturing equipment, tools, or similar commodities.

Due to the unique nature of food in society, everyone is a stakeholder in the food system. Concerns regarding Artificial Intelligence in the food system connect to many sensitive and deeply held beliefs, norms, needs, and expectations. People often worry about what is in their food and make purchasing decisions based on how their food is grown or produced (Hwang, et al., 2005; Kaptan and Kayisoglu, 2015; Waldman and Kerr, 2018). People hold on to certain foods as a means of connecting with their cultural heritage and memory, while in other cases they set aside well-loved traditional foods due to new health concerns (Long, 2013). Consumers may express a willingness to purchase more expensive products that may have been grown “organically” or locally, but often do not follow through with paying the high costs for these items when shopping (Saitone and Sexton, 2017). While changing expectations raise the cost of food, many people increasingly perceive access to affordable food as a basic human right that governments should protect and facilitate (U.S. House of Representatives, Committee on Agriculture, Hearing, November 3, 2021; Jenkins and Hsu, 2008-2009). These beliefs and conflicting expectations make trust essential but fragile, elevate concerns about impacts on people—especially laborers, small farmers, and poor consumers—and often lead individuals to adopt dichotomous views on food markets and policy.
Calls have arisen for ethical and regulatory frameworks to increase trust in AI technologies. These calls have increased since the interviews reviewed here were conducted in the spring of 2021. Particularly in the early months of 2023 following the release of ChatGPT and increased awareness of AI technologies based on large language models, such calls have become more frequent and more urgent. In January, the National Institute of Standards and Technology (NIST) released a voluntary or “soft law” framework as a first step toward establishing expectations for developing responsible AI technologies (Raimondo and Locascio, 2023, January). In February, the FTC warned companies not to make false claims to consumers about AI in their products (Atleson, 2023). And many groups are calling for strict AI regulation, with the EU AI Act poised to be the first legislation specifically targeted at managing AI risks (European Commission, 2021). These steps, while positive, indicate that the development of AI technologies has been rapidly moving forward within a vacuum of policy and consensus. They also reveal both a concern that AI technologies may sometimes not work as well as claimed, and also a concern that AI technologies sometimes work too well, with the potential to displace human labor or cause other widescale harms. And in either case, these technologies may be designed with differing and sometimes conflicting values in mind.

While the models and capabilities used in AI food system technologies may, in many cases, be of a different kind than the ones gaining the most exposure in media and public discourse, trust is all the more essential for agriculture and food system technologies given food’s pervasiveness and significance to human life (Tzachor, et al., 2022). For ethical or regulatory frameworks to be effective in facilitating trust, an important first step is to ask who is responsible for identifying ethical concerns, developing ethical frameworks, and implementing them in practice. This article does not attempt to definitively answer this question, as though it can be answered once and for all. Rather, it reports upon initial efforts, viz., research interviews and a scholarly analysis of key issues identified in them, undertaken to better understand how AI researchers, policy makers, and institutions, can support the public’s trust in AI food system technologies.
This approach is affirmed by Robert L. Zimdahl and Thomas O. Holtzer, who argue that “the truest test of the moral condition of any scientific or other discipline, indeed of one’s life, is a willingness to examine its moral condition,” asserting that “professors in U.S. colleges of agriculture had not engaged in this test” (Zimdahl and Holtzer, 2016). What is reported here is an attempt to “engage in this test” with AI agriculture and food system researchers. This effort is further bolstered by recent research on Responsible Research and Innovation (RRI). This approach argues that responsible research involves “a collective, ongoing commitment to evaluate potential positive and negative consequences of research and innovation in dialogue with a broad range of stakeholders and through a reflective process that delivers responsible outcomes” (da Silva, et al., 2019). Other research also suggests that high levels of reflexivity are required for successful innovation (Cullen, et al., 2014), and that co-innovation relies on “plan-do-reflect” cycles (Botha, et al., 2017; Schut, et al., 2016).

As described below, interviews with researchers in the Artificial Intelligence Institute for Food Systems (AIFS) posed several questions. However, one question in the interview guide has underpinned this trust-focused work to date: “How vigilant are AI developers and producers in attempting to identify new ethical concerns and who is responsible, or what steps are taken, to address issues that arise?” This question was derived from prior work, designed to investigate trustworthiness and the concept of “deserved trust” in the biomedical research arena, that involved leaders from a range of public and private sectors that all require the public’s trust. This research explored what industry leaders do to support that trust and restore it when there is a breach in it (Yarborough, et al., 2009; Hudson, 2003; Yarborough, 2021). These findings emphasized the importance of including all individuals engaged in the development and deployment of a technology in taking shared ownership for public safety in its use. It advocates ongoing reflection, vigilance, and active participation by all parties. This involvement increases awareness of potential problems and challenges, and ideas for resolving them, to prevent system failures and breaches of public trust. Shared ownership, in essence, leverages the strengths of integrity-based management styles to make up for the shortcomings of compliance-based approaches (Maesschalck,
This approach might suggest that researchers are obviously among those who should be included as responsible parties.

However, the interviews analyzed here do much more than simply identify and include responsible parties. In fact, the interviews suggest that developing ‘responsible AI’ or ‘trustworthy AI’ is easier said than done. These terms, along with ‘ethics’, can all be used to describe a desired state in which AI will achieve intended benefits while minimizing risk and harm. The goal of this study was not to define these terms precisely or draw distinctions between them — although a very precise definition of trust was derived from the interviews and contextualized within current literature on trust. Rather, the goal was to get behind these now popular expressions to understand what researchers think about conducting research in these emerging AI technologies that so many in the public will potentially trust and use. The interviews revealed no simple answers, but instead the complexities, challenges, and insights that come from moving from theoretical ideas about ‘responsible AI’ and ethical frameworks to practices that can be practically implemented in a researcher’s day-to-day work. In fact, if these interviews suggest any answer to the question of “Who is responsible for responsible AI?” it is that currently the answer is unclear, and even if researchers believe themselves to be partially responsible, or other responsible parties can be identified and included, current institutional and sectoral gaps would make any exercise of responsibility alarmingly difficult to achieve.

The findings discussed here reveal the uneven and shifting terrain in which AI researchers currently work, how they currently navigate this terrain, and possible pathways for implementation of ethical ideals. Interview questions allowed researchers considerable freedom to steer their responses toward areas of research, interest, or concern that were the most important or urgent to them. This approach intentionally allowed several themes to emerge. These themes interact dynamically. For instance, the findings suggest that the harder it becomes to collect data (due to lack of trust, once damaged), the more necessary it becomes to collect data in order to build more reliable technologies that can then restore trust. This article consequently evaluates these themes conjointly, contextualizing researchers’ insights alongside the broad range of conceptual issues relevant to food systems AI. This
richly textured approach allows the depth and breadth of complexities to be fully appreciated in a way that would be less clear, or hidden altogether, if these themes were analyzed in isolation. In short, the whole is greater than the sum of the parts. The interviews, taken together, suggest that many gaps exist where ethical and regulatory frameworks, even if developed, may fail. But they also offer glimpses of how researchers are currently addressing issues of ethical disconnect and trust. These glimpses, presented in the findings, suggest components that could be incorporated into models for possible solutions that could and should be considered for further research and implementation at scale.

This article relies on these interviews to provide an on-the-ground view of how AI agriculture and food system technology research is conducted within, and impacted by, the current regulatory and logistical landscape. It reveals the challenges AIFS researchers experience in attempting to align their research in advancing technologies with rapidly evolving and misaligned ethical standards and regulations. While there is some research that examines the emergence of high-level principles and ethics frameworks (Jobin, 2019; Zhu, et al., 2022), it became clear as synthesis work with the interviews was conducted that there are also two critical gaps where a failure to adhere to principles may occur: (1) the standards, ethical principles, and interests of researchers, funders, and food system partners may be not only misaligned but incompatible and in conflict with one another, and (2) in part because of the first issue, researchers’ decisions may or may not align with the values stated in ethics frameworks. In other words, it may not be possible to adhere to divergent principles and interpretations at the same time. Therefore, researchers are forced to make decisions about which values, interests, and standards to prioritize. Simply passing more regulation or developing more ethical frameworks and guidelines will not be a sufficient remedy for the challenges researchers face. Without making efforts to address these challenges, it is possible that ethics and regulatory programs may exacerbate these challenges or, at the very least, will not do the work they are meant to do.

It should be emphasized that this article presents the views of academic AI researchers. More research is needed to understand farmers’ and commercial developers’ perspectives on specific technologies in order to confirm or contextualize these researchers’ views. Such research should attend to
the wide variance among commercial enterprises as well as farmers and growers, to avoid “false homogenization” (Cullen, et al., 2014; Luttrell and Quiroz, 2009) so that more precise assessments of practices and perspectives could be made. In response to the need for further research among stakeholders, interviews and surveys with stakeholders are currently underway. Results will be published as they become available.

The insights from AI researchers provided in this article can guide policymakers and institutions in crafting meaningful, transformative policies that avoid what has been described by some AI scholars as “ethics-washing” or “ethics-shopping” (Yeung, 2020; Wagner, 2018). Instead, well crafted policies can support researchers in creating a sense of shared ownership for the risks and ethical implications of AI-based technologies. Leveraging knowledge derived from researchers positioned at the early stages of research and development helps to anticipate ethical standards and protocols that may be needed to keep pace with AI technologies. These steps should be seen not as an alternative to regulation, but as a complementary and necessary component of comprehensive AI governance solutions that will build credibility, accountability, and trust with current and future users of products and technologies that utilize AI in the food system.
**Key Insights from the Scholarly Literature**

There is a substantial body of scholarly work that is relevant to the themes that emerged from our interviews, including vigorous scholarly debate about how food should be grown and distributed. Many scholars increasingly recognize the importance of interdisciplinary and collaborative approaches to addressing food and resource security. These approaches should include demographic and climate data. They should also recognize human systems in decisions for using and sharing resources, and the importance of a stable, well-governed water supply for the food system (Vorosmarty, 2000; Rosegrant, 2002; Bakker, 2012, 2013). Much debate exists currently on what sustainable agriculture means and how to achieve it (Velten, 2015; Segerkvist, 2020). Likewise, some scholars argue that caution should be used in attributing economic development, food production, and resource insecurity solely to population growth (Wynants, et al., 2019; Lambin, et al., 2001; Merchant and Alexander, 2022) or in assuming that technological advances will be sufficient to alleviate food and resource insecurity in the future (Symposium, 2015). Just as population growth alone cannot explain scarcity, simply producing more food will not necessarily alleviate all food insecurity in the future any more than it does today (Bernard and Lux, 2017).

These underlying debates regarding food system practices correspond to similar tensions regarding the potential for benefits and risks of precision agriculture and AI-based technologies, or whether they should be developed or used in certain sectors of society at all. Recent criticism in agriculture and AI ethics scholarship suggest that efforts to make AI (or any technology) more “ethical” often fail to address reinforcement of power structures that currently influence who benefits from these technologies, and who loses (Duncan, et al., 2021; Tzachor, et al., 2022; Barrett and Rose, 2022; Rose, et al., 2021; Bronson and Knezevic, 2016; Basu and Chakraborty, 2011; Turner, et al., 2020; Cullen, et al., 2014). Food system literature argues that transnational agribusiness corporations dominate global and national food markets (Downs and Fox, 2021; Gonzalez, 2011; Konefal, 2005; Gronski and Glenna, 2008). This view holds that if underlying political, cultural, and economic systems and existing
technologies do not currently produce and deliver food sustainably, then adding AI-based technologies to make these systems more efficient would only exacerbate these problems. In other words, the food system would become more efficient at being unjust. AI technologies that recreate or accelerate the social and political construction of scarcity (Scoones, et al., 2019) cannot be considered “ethical,” or “responsible,” or “trustworthy.” If AI technologies are deployed in service of “sustaining elite and capitalist power through justifying resource acquisitions and enclosures, large-scale policy reforms in the name of ‘austerity’ and intensification of extraction whilst politically side-stepping more thorny politics of (re)distribution, mis-appropriation, dispossession and social justice” (Mehta, et al., 2019), it cannot be called ethical or trustworthy. Some scholars propose that a genuinely ethical approach to AI development would take seriously “the possibility of not doing something” — not developing AI technologies — rather than considering AI technology development to be inevitable (Greene, 2019; Hagendorff, 2021; Miles, 2019).

This debate underscores the significance that concepts such as trust have begun to hold for AI-based food system technologies. Akullo, et al. (2018) argue that in a conventional, rules-based understanding of institutions, trust is used to support informal behavior that deviates from preferred rules. However, as this article will show, AI technology research is so new and rules and legal frameworks for governing AI are so absent or insufficient that informality may currently be the only option. This does not mean, however, that AIFS can necessarily be best understood as an institute in the conventional sense. Rather, a performance-based definition seems to best describe the responses described in this article. As will be shown, many of the ways that AIFS researchers navigate and respond to research scenarios are highly influenced by “expected behavior” or “a pattern of performing operations exhibiting a common style” (Akullo, et al., 2018). These interviews and supporting literature suggest that trust is becoming a key component of the “common style” expected in AI technology research.

This article will situate AIFS researchers’ ideas of trust within the definitions put forward by Gardezi and Stock (2021). These scholars have recently examined the social construction of ‘trust’ in precision agriculture — a form of agriculture that AI-based technologies support (Gardezi and Stock,
Drawing on established literature, they situate trust in precision agriculture within two categories: (1) specific versus generalized trust, and (2) strategic versus moralistic trust. First, they argue that agritech firms tend to promote precision agriculture among farmers not by building “specific trust” — a form of trust based on personal relationships between individuals — but rather by promoting “generalized trust” — the belief that others are part of one’s own moral community. Whereas specific trust depends on an assessment of others’ trustworthiness, generalized trust relies on cultural transmission where no such assessment is necessary or possible.

Gardezi and Stock argue, further, that generalized trust forms the foundation for “moralistic trust” — the belief that most people share their own values. These scholars argue that agritech firms rely on the production of moralistic trust, persuading farmers and food producers to trust precision agriculture as a system. Gardezi and Stock argue that agritech firms tend to deploy a combination of moralistic and generalized trust as a a “trojan horse” to persuade farmers to adopt methods that may be detrimental to farmers’ long-term interests (Gardezi and Stock, 2021; Ryan 2021). In contrast to “moralistic trust,” strategic trust relies on a careful assessment of others’ past behaviors as indicators of their trustworthiness and competence. This assessment depends on the “accuracy of knowledge or tools shared” (Gardezi and Stock,1994; Hardin, 2002). As the Discussion section will demonstrate, the type of trust AIFS researchers seek to cultivate is the opposite of that deployed by agritech firms. Rather than relying on generalized and moralistic trust, AIFS researchers attempt to build specific and strategic trust. They rely on long-term personal relationships with farmers, food producers, and other food system partners to carry out their research.

Efforts to build strategic trust with stakeholders through a track record of solid performance makes the quality of academic research especially important. However, recent studies point to problems with reproducibility in the social sciences and machine learning (Schneider, 2021; Kapoor and Narayanan, 2022). While on the one hand, such research presents disturbing evidence of the limitations of academic peer review and publishing, on the other, the fact that members of the academic community are examining these issues and calling for rigorous review and protocols for ensuring reproducibility in
machine learning indicates that the academic community has a vested interest in maintaining boundaries of integrity in the research it produces. The interviews conducted in this study are an example of efforts to ensure early and rigorous interrogation of research methods and practices, and they identify the range of ethical problems that arise in the development of new technologies.

Methods

Interviews were conducted with thirty-nine federally funded agriculture and food system researchers whose research includes AI technologies. The researchers are affiliated with the AI Institute for Next Generation Food Systems (AIFS), a new partnership sponsored by the National Institute of Food and Agriculture (NIFA), the U.S. Department of Agriculture (USDA), and the National Science Foundation (NSF). The partnership brings together more than fifty researchers at University of California Davis, University of California Berkeley, Cornell University, University of Illinois Urbana-Champaign, and University of California Agriculture and Natural Resources. The institute focuses on improving AI technologies that can potentially reduce resource requirements within the food system, while increasing food safety and human well-being. The definition used for “AI technologies” in this study is broad and reflects the definition adopted by the National Science Foundation as stated in the Program Solicitation for the grant awarded to AIFS in 2020. Artificial intelligence, according to this document, “is inherently multidisciplinary, encompassing the research necessary to understand and develop systems that can perceive, learn, reason, communicate, and act in the world; exhibit flexibility, resourcefulness, creativity, real-time responsiveness, and long-term reflection; use a variety of representation or reasoning approaches; and demonstrate competence in complex environments and social contexts” (2019; see also National Science and Technology Council, 2016).

Given this very broad definition, AIFS researchers come from many disciplines, including computer science, molecular biology, chemistry, epidemiology, mechanical engineering, food science, plant sciences, molecular breeding, biological engineering, civil engineering, plant pathology, economics,
agricultural economics, agricultural engineering, nuclear engineering, electrical engineering, geography, law, philosophy, and history. These researchers are working on some of the most advanced theoretical and practical problems concerning AI applications in all phases of the food system from plant genomics to food safety and human nutrition and consumer choices. Their perspectives constitute a valuable corpus for understanding the values and practices prevalent in AI development.

Analyzing interviews from this broad cross-section of scholars serves three critical purposes. First, it minimizes disciplinary bias in the evaluation of AI research and development practices, and provides insight into issues, values, assumptions, and concerns prevalent in all aspects of the food system. Second, these interviews provide insights and perspectives on ethical standards, quality, impact, and unintended consequences of these rapidly changing technologies. These researchers’ views can serve as indicators of the types of rationales, considerations, assumptions, practices, challenges, or “institutional logics” that influence this research, and the institutional cultures and values that are being embedded — literally encoded — into AI models (Bronson, 2019; Stilgoe, 2013; Botha, et al., 2017). Third, the interviews also serve as a baseline for future comparative and follow-up studies that will facilitate tracking the impact of soft law governance mechanisms and training on institutional culture and research practices and values. In other words, these interviews are but one step in what should become a practice of sustained “examination of the moral condition” of AI technology research and development.

The study adhered to best practices for interviews as outlined by Young, et al. (2017). Several informal pilot interviews were conducted to identify areas of concern and refine a list of final interview questions, as listed in Table I. Requests for interviews were then sent to all PIs, researchers, and staff that were involved in AIFS as of February 2021. In-depth, semi-structured interviews were then conducted between February and May of 2021. Strong precautions were taken to create a safe environment where interviewees felt comfortable speaking candidly. Participation in the interviews was voluntary and strictly confidential to encourage meaningful and honest reflection, rather than perfunctory compliance or skewed responses. Recognizing the vulnerability of the participants in disclosing information that might be seen as sensitive and unfavorable to specific institutions, funders, fields, or partners with which they are
affiliated, and given the small sample size and that their affiliation with AIFS is made known in this article, the interviews were structured to protect participants’ and non-participants’ identities, to avoid any sense that participation might be coerced. Of those invited to be interviewed, 75% of researchers responded and participated in the interviews. Informed consent was obtained prior to each interview. Interviews were conducted virtually and recorded and transcribed in Zoom. The average length of the interviews was approximately 45 minutes. Videos, transcripts, and identities of all interviewees have been kept confidential. Details regarding the demographic data, roles, and research of those interviewed are not included so that the identities of the individuals cannot be inferred.

The study has several limitations. First, it is positive that the federal funding for this institute is contingent on a strong commitment to ethics, but this commitment forms the basis for the funding that was received and reserved for the authors and the interviews conducted. The authors come from separate fields than those of other AIFS researchers, which does provide some distance between the authors and interviewees. But the study is still an internal one, and therefore may be subject to bias in favor of the funding institute. It would have been impossible to keep the identity of the institute confidential given the high profile of the grant awarded for the unique focus and combination of research that AIFS supports, and therefore, the possibility of a completely anonymous study was foreclosed from the outset. Also, the small size of the sample, still large in comparison to the size of the institute, and the decision to make the interviews voluntary, while possibly increasing meaningful participation, may mean that only researchers most invested in ethics and responsible research chose to participate. However, such a bias should not be too swiftly inferred, as other explanations may exist for non-participation. Some reasons include the loose structure of the institute with varying degrees of funding and participation in the institutional goals, COVID-19, and teaching and sabbatical schedules that impacted researchers’ availability.

It is best to regard this study as a pilot or small proof-of-concept study that could be replicated on a larger scale with multiple institutes, partners, and stakeholders, in particular those who will eventually use these technologies (da Silva, et al., 2019). In that case, demographic and disciplinary data could be collected and released in the aggregate with no risk to confidentiality. Any bias of researchers,
developers, or particular stakeholders in favor of their own methods, positions, or perspectives, would be balanced against those of others to achieve more well-rounded results. Other limitations that also flow from the study’s strengths include the broad disciplinary and research focus, and the scope and open-endedness of the subject matter. Even in interviews that were an hour or more in length, there was not enough time for a researcher to speak exhaustively about their research and concerns.

Beginning with the list of questions as a starting point, interviewees were invited to think creatively and provide freeform responses that tailored the questions to their specific interests, concerns, and expertise. This approach served two research goals: (1) to facilitate the collection of insights, perspectives, and values from a team of researchers positioned on the cutting edge of AI research and technology, and (2) to provide the interviewees with an important opportunity to reflect honestly and candidly regarding questions pertaining to ethics, aspirations, and challenges of conducting AI research in their field of expertise. Interview transcripts and videos were analyzed inductively and key themes were identified. All quotes have been anonymized to protect the identities of the interviewees. An effort has been made, through inclusion and contextualization of quotes, to highlight the precise language used by the interviewees. These quotes express important problems and nuances in the AI research process that cannot be adequately captured through summary or analysis alone.
### Table I. Interview Questions.

#### I. Starting Points

1) What AIFS cluster are you a part of, and what is your role for AIFS?

2) What excites you about the work you do?

3) As part of your work or your team's work, what things are you asking consumers and companies to trust you with?

4) What do you hope to accomplish if entrusted with what you have asked for?

5) Do you feel that earning the trust of consumers, companies, and the public is important to carrying out your work?

#### II: Being Trustworthy

1) Do you think that AI developers and producers are deserving of the trust they solicit?

2) What methods and practices have AI developers and producers put in place to ensure integrity in handling the things entrusted to them?

3) How familiar are you with government regulations that pertain to your AI-related work, and how effective do you think those regulations are?

4) How vigilant are AI developers and producers in attempting to identify new ethical concerns and who is responsible, or what steps are taken, to address issues that arise?

#### III: Understanding Challenges

1) What challenges do food system AI developers and producers face in accomplishing their goals?

2) Do any challenges arise as a result of efforts to ensure ethical integrity? For instance, do you see any tensions between the ethics of transparency and the ethics of privacy?

3) What are the limits of our ability to ensure ethical integration of these technologies into society?

#### IV: Building Trust

1) Do you think consumers and companies understand and trust the benefits of food systems AI?

2) If you could say one thing to consumers or companies about the trustworthiness of food systems AI, what would you say?

3) If you could ask one thing to consumers or companies about food systems AI, what would you ask?
Results

Findings are broken down into four key themes as indicated in Table II: 1) data access and related ethical problems; 2) regulations and their impact on AI food system technology research; 2) barriers to the development and adoption of AI-based food system technologies; and 3) bridges of trust that researchers feel are important in overcoming the barriers they identified. All four themes also discuss gray areas and contradictions that suggest the divide between academic and commercial research is not clear, and that both domains suffer from similar trends and pressures. These findings should be considered if AI-based technologies are to be developed in a way that ameliorates rather than exacerbates food system challenges.

As may be expected, interviewees expressed a strong sense of responsibility and ownership for the outcomes of their work. However, there was a general sense that although oversight of AI technology development is needed, it is not clear what group or entity should be responsible for ensuring that this happens. There was generally more confidence expressed in academic research outcomes and practices, but pervasive doubt regarding the safety and ethics of commercial technologies. Researchers emphasized that they are extremely careful to be clear about the capabilities and limitations of their models and tools to preclude any breach of trust in their research. Most researchers expressed confidence that the peer review process in their respective fields provided adequate accountability for the reliability of the research itself but expressed concern about their ability to predict or control the effects once research moved forward into development for commercial use. The potential issues surrounding researcher bias in favor of their own methods and peer review have been addressed in the Methods and Literature sections above.
<table>
<thead>
<tr>
<th>Components of AI Technology Adoption Landscape</th>
<th>Data</th>
<th>Regulation</th>
<th>Barriers</th>
<th>Bridges</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Critical resource that is collected, negotiated, shared, managed, and used in AI-based technologies</strong></td>
<td>Influencing, incentivizing, and setting parameters for data use and technology adoption</td>
<td>Cultural, logistical, and legal issues that discourage or prevent technology adoption</td>
<td>Methods for navigating the AI technology adoption landscape</td>
<td></td>
</tr>
<tr>
<td><strong>Components of AI Technology Adoption Landscape</strong></td>
<td><strong>Key Points</strong></td>
<td><strong>Ethical Dilemmas/ Challenges</strong></td>
<td><strong>1) Access to data is critical but often difficult to achieve because farmers and food producers often do not want to share their data</strong></td>
<td><strong>1) Presenting AI-based technologies as an aid in agriculture, rather than a displacement</strong></td>
</tr>
<tr>
<td></td>
<td><strong>2) AI/FS researchers gain access to data through negotiations with farmers and food producers</strong></td>
<td><strong>1) There are three main pathways for regulation affecting AI-based food system technologies: IRB oversight; regulation aimed at ensuring ethical research; regulation aimed at ensuring sustainability.</strong></td>
<td><strong>2) Taking steps to ensure data privacy</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>3) Ownership of data underlies bargaining power in negotiations over data access</strong></td>
<td><strong>2) All three regulatory pathways were reported as insufficient, having unintended effects, or lagging behind technological advances</strong></td>
<td><strong>3) Pursuing reliability and accuracy in algorithms</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>4) Diverse data are needed to build generalizable models, but are often difficult to acquire</strong></td>
<td><strong>3) New technologies not well integrated into existing technologies or regulatory reporting systems</strong></td>
<td><strong>4) Building long-term relationships of mutual trust with partners and stakeholders</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>1) Access to data is critical but often difficult to achieve because farmers and food producers often do not want to share their data</strong></td>
<td><strong>4) Low quality AI-based technologies may cause distrust among farmers</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>2) AI/FS researchers gain access to data through negotiations with farmers and food producers</strong></td>
<td><strong>1) Federal regulation to ensure ethical research often creates legal expenses and logistical dilemmas, often within the context of international law and policy, that impede research</strong></td>
<td><strong>1) Researchers may place too much faith in peer review processes</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>3) Ownership of data underlies bargaining power in negotiations over data access</strong></td>
<td><strong>2) State regulations in California attempt to ensure sustainable agricultural and food system practices but create additional costs and regulatory burdens for farmers and food producers that often cannot be offset by food prices.</strong></td>
<td><strong>2) Presenting AI as a tool that farmers’ and food producers’ control may be disingenuous given the risks and uncertainties of AI technologies</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>4) Diverse data are needed to build generalizable models, but are often difficult to acquire</strong></td>
<td><strong>3) These regulations indirectly create incentives and opportunities for AI-based and precision agricultural technologies</strong></td>
<td><strong>3) Ambiguity in how ethical standards such as “data privacy” should be defined, protected, or implemented</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>1) Balancing IP rights with ethical concerns for wide access and sustainability</strong></td>
<td><strong>4) Time and cost pressures in commercial and academic research incentivize speed over quality</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>2) Navigating public perception and communication regarding AI-based technologies</strong></td>
<td><strong>5) Relationships of trust are insufficient as technologies are scaled up</strong></td>
<td></td>
</tr>
</tbody>
</table>
However, as researchers responded to other interview questions on challenges and practices, it became clear that ensuring ethical research of these technologies even within academia is far more complicated than a simple reliance on peer review might accomplish. The social and political landscape researchers are working in is rapidly becoming far more complex and untenable as new partnerships and standards for ethics are introduced. The results presented here offer a picture of this complex landscape.

Key findings suggest that the conditions for research of AI technologies are facilitated more by informal negotiation and trust between researchers, partners, and consumers than by government oversight or regulation. Regulations and oversight are contradictory, ambiguous, implausible, or absent, leaving many gray areas to be negotiated between researchers and private or commercial partners. Conditions that are negotiated include (1) access to, use, and handling of data, (2) whether efforts will be made to work toward “ethical” AI development, (3) which values or interests will be prioritized, and (4) how these values and interests will shape decisions and protocols.

Researchers face several challenges in negotiating partnerships for research. First, they report that it is becoming increasingly difficult to secure data amid growing concerns regarding conflicting ethical standards such as data privacy on the one hand and transparency on the other. Second, regulations have been creating incentive for increased interest in AI-based technologies for several years, but commercial firms have been able to pivot more quickly than academic research to move into this market. This is consistent with research showing that commercial firms are the main driver of development in AI technologies (Birner, 2021), but according to interviewees, these technologies have at times failed to deliver on promises, causing some growers and food producers to write off AI-based technologies as ‘snake oil.’ Poor performance is excused as within a normal range of algorithmic error, so that food producers cannot hold anyone accountable for the failure. These practices have created an uphill battle for researchers, and presumably also for reputable commercial companies, who attempt to provide research and technologies that are more reliable and credible. This dysfunctional pattern of technology adoption will be addressed in more detail in the Discussion, along with recent changes that it is hoped will lead to a healthier system (Figures 1 and 2).
Negotiations and agreements for food system partnerships do not take place in a vacuum. Rather, they are embedded in a nuanced and shifting environmental, social, economic, and regulatory context that has evolved over many decades. This context influences food system negotiations and agreements in three important ways. First, shifting natural environments exert pressures through conditions such as drought, flooding, temperature changes, and the current pandemic, which are in turn influenced by human decisions and systems (Martin, 2020; Štreimikienė, Baležentis, Volkov, Ribasauskienė, Morkūnas & Žičkienė, 2021; Merrill, Brillinger, Heartwell, 2011; Dudek, 1988; Knox and Scheuring, 1991; Niles, 2014; Nash, 2005). Second, and often in response to environmental factors, state and federal agencies influence food system negotiations through regulations that provide for oversight of academic research, and that alter economic pressures in agricultural production. Governmental agencies incentivize data sharing and demand for AI-based technologies by influencing the costs, access, and limits pertaining to inputs such as water, fertilizers, or labor. Third, these negotiations and the outcomes they facilitate create external consequences. For instance, laborers in fields and food processing plants, consumers, and residents of surrounding areas or around the globe, must contend with health and economic conditions influenced by food system decision-makers. Most AIFS researchers see themselves as offering AI-driven technological tools to alleviate these increasing pressures. This may be because calls for technological improvements feature prominently in models for climate change mitigation in California agriculture, which is where most of our interviewees conduct their field work, as well as in responses to labor shortages during the COVID-19 crisis (Medellín-Azuara, Howitt, MacEwan, Lund, 2011; Zurek, Hebinck, Selomane, 2021; Barrett, 2010; Benson and Craig, 2017; Harris and Spiegel, 2019; Hanak, et al. 2019). Next, we provide further discussion of the findings under each of the four key themes.

**Data: Incentivizing Data Sharing, Negotiating for Data Access, and the Ethical Problems of Both**

The demand for AI technologies that environmental, economic, and regulatory pressures help build incentivize data sharing. Data fuels all forms of AI development. Data is integral to, and therefore transcends, all phases of AIFS research and development (Goodhue, Quillard and Rockart, 1988; Levitin
and Redman, 1998; Diebold, 1979; Mahanti, 2021; Kerssens, 2018). Historical and proprietary data, much like water, land, or oil (Goodhue, 1988; Levitin and Redman, 1998; Diebold, 1979; Mahanti, 2021; Kerssens, 2018; Nolin, 2019; Puschmann and Burgess, 2014; Neri, 2020), are often scarce or inaccessible to public or research use. Data must be “discovered,” “mined,” or otherwise acquired — which may be impossible if archival records are either incomplete, missing, or unsuitable for machine reading. In many cases, depending on location and time period, records may not have been kept at all. Even if historical data exists and can be physically acquired, the rights to use it must be also secured (White, et al, 2021; Ramirez-Villegas and Challinor, 2012).

Regulatory, environmental, and economic pressures work together to increase interest in new food system technologies, which in most cases depend on data for testing and implementation. In this way, regulatory pressures indirectly incentivize growers and other food system partners to share their data with AIFS researchers. But even where such incentives encourage willingness among potential partners to share data, data scarcity remains a major challenge in AI-based food system research that researchers continually work to overcome. Furthermore, AIFS researchers expressed concern that these incentives may make smaller operators more vulnerable because they cannot afford the legal support necessary to guard their interests.

AIFS researchers must contend with these problems of data scarcity and acquisition through negotiation. Negotiations and agreements for food system partnerships do not take place in a vacuum, but are embedded in the complex landscape described above. One AIFS researcher acknowledged that “[AI] is a very data-intensive approach to solving problems,” one that makes research heavily contingent, at times completely so, on securing large amounts of privately held granular data. The researcher described, “From the growers’ side, we do need their yield data at block level, because historically, we only have USDA, county-wide statistics, we don’t have block level, field level yield… The only way we can get [field-level data] is if the growers are willing to share those data… If we don’t have those historical data… at the field level, it’s almost impossible [to build our models].” This response can be described in terms of the “power cube” (Cullen, et al., 2014) as a one-sided dependency, where one group is able to
leverage a resource — in this case data — to increase their bargaining power (Turner, et al., 2020). Some AIFS researchers are developing digital twin technologies as a way to decrease dependence on data or mitigate gaps in real-time data, but for many AIFS researchers, data remains an essential yet often scarce resource for research and development.

When researchers, growers, and food producers negotiate food system partnerships, both governmental and private power drive decision-making at the bargaining table. As will be discussed later in this article, AIFS researchers report that the growers and food producers they work with often consider themselves to be “targets” of over-regulation. Researchers state that, due to fines and rising costs, many growers and food producers have “no choice” but to adapt their practices in order to remain compliant with newer regulatory standards (McCullough and Hamilton, 2021; Sneeringer, 2011). However, formal power to adapt and collaborate with AIFS researchers currently remains in the hands of growers, producers, distributors, and consumers, making it challenging for AIFS researchers to secure the amounts and types of data they need to build reliable models. The fact that AIFS researchers face significant challenges in gaining access to data underscores the power that food system actors still hold. Food producers may choose to share data and implement AI-based tools, or they may choose to continue using current or alternative methods. They also choose with whom to partner and whose products or services they will use. In this changing and high-stakes landscape, the interviews reveal researchers’ beliefs that food system actors make decisions based on trust.

The power of data and markets is leveraged as the right to decide whether to release or withhold resources. Both types of power are rooted in laws that presume and safeguard the right to own and be responsible for property, including agency or rights of ownership of data pertaining to one’s property or person (Bryson, 2020; Nemitz, 2018; Lacey and Haakonssen, 1991; Marneffe, 2013; Halewood, 2008; Brenkert, 1998; Kumm, 2016; Johnson and Post, 1998). Business and legal scholars and practitioners categorize the right to share data or buy technologies, products, or food as subtypes of the right to voluntarily enter a real or virtual space of negotiated exchange and consent to transfer limited or total
ownership or access rights, along with attendant moral and legal responsibilities, from another party onto oneself or vice versa (Miller and Wertheimer, 2009; Radford and Hunt, 2008; Kotler, 1972).

While generally unfamiliar with specific governmental regulations that directly constrain their research, or with the broad legal base underpinning ownership, consent, and transfer of rights and liability, all AIFS researchers indicate deep practical awareness that they must contend with the power and consequent leverage attached to data and markets. Government in the U.S. is limited in its ability to influence this power and leverage and thus plays an indirect, though not insignificant, role in incentivizing food system decisions and practices. AIFS researchers take great care to understand and meet the expectations of potential partners and users or consumers of the technologies they create, because if they do not, they will not be granted access to needed data or markets.

AIFS researchers must negotiate the terms of access in ways that align with government regulation and policy while also reassuring partners that their interests will be protected. However, because researchers require funding and must work within the terms of the funding agency, very often this also forms another “one-sided dependency” (Cullen, et al., 2014; Turner, et al., 2020) with governments and funders holding most of the power in relationships with researchers. Because interests of governments, funding agencies, and private partners are often misaligned, researchers must negotiate from a middle ground between them, with a one-sided dependency in at least two directions. This is not to say that researchers do not exercise any power. They can influence research questions, stakeholder selection, and many other decisions that occur as part of the innovation process (Turner, et al., 2020; Akullo, 2018; Cullen, et al., 2014). However, researchers may still be in a somewhat tenuous position. Negotiating from this middle ground requires time, skill, good judgment, and creativity to navigate. For their research projects to succeed, they must build trust and common ground with government agencies, policy makers, and funders on the one hand, and with partners on the other. Even when researchers are successful in building these partnerships, the dilemmas that arise from misalignment between contradictory or counterproductive ethical guidelines can often pose significant or insurmountable challenges.
Private, public, and non-profit entities supporting AI development need data, and adopt different strategies in negotiating access to data, and how data is treated. For instance, one AIFS researcher asked farmers who they share their data with, why they choose to share or not share their data, and what their relationships are with private sector companies like John Deere, which “with the combine, extracts enormous amounts of data from the farmers….” This researcher stated, “They’ll say, ‘Because it’s a contract that you sign when you buy a John Deere harvester.’ And so you quote unquote ‘share the data.’ You have no choice, if you want to buy the harvester, you…’share the data’ with John Deere.”

This researcher’s comment highlights a central ethics problem in the expanding use of big data: no one can provide what is known as “morally transformative” consent—even if the consent can be considered legally valid—if they do not have a full understanding of the risks they are accepting and also have the power and resources to decline consent. The ability to leverage equipment, tools, seeds, and other items essential to agriculture as bargaining chips gives private sector companies tremendous coercive power in negotiating access to field-level data, possibly rendering consent meaningless (Jones, 2018; Pechlaner, 2010; Miller and Wertheimer, 2009).

In contrast, public sector and non-profit groups attempt to secure access to data in ways that ensure principles such as fairness, equity, and transparency, but their approaches can backfire. For instance, a funder may set policies to increase transparency and diversity, and then leverage funding as a means of ensuring that researchers will comply with these policies. But these two principles often work against one another, with researchers caught in the middle. For instance, one researcher reported an increasing trend among funding agencies who mandate that data used in funded projects should be made public when publishing results to facilitate transparency. But such policies often cause concerns for potential partners who wish their data to be kept private. Potential partners may then shy away from collaborating on projects and sharing their data when transparency is required, which can decrease the amount and diversity of data available to researchers. In this way, mandates on transparency and similar regulations unwittingly work against calls among AI ethicists and critics that AI developers should collect more diverse data sets (Jobin, 2019).
Diverse data are often needed to help mitigate bias in order to build generalizable algorithms (Gebru, 2020; Christian, 2020; Leavy, 2021; Ruha, 2019; Wachter and Mittelstadt, 2019). This is no less true in agriculture. One AIFS researcher stated that it is important that researchers expand the network of growers and producers with whom they are working, because the number of partners currently providing data is small. This researcher observed,

Getting data from some growers is still relatively challenging. Especially for this AI-based approach, we really need…a large amount of data. For example, for yield data so far, we only have maybe around 15 large growers who are willing to share and we only have maybe on the order of 150 orchards. It’s still…a small fraction of the data you can [potentially] get from the growers. Some see the value and they are willing to share, but some [are] still very reluctant to share those data, so I think that’s a big challenge.

Agricultural algorithms may not be transferrable due to the unique attributes of each field. For this reason, researchers need a broad array of partners and data in order to ensure greater accuracy and reliability. But these misalignments between ethical standards regarding privacy, transparency, and consent mean that researchers find it difficult to find growers and food producers who are willing to share their data.

**Regulations: Problems in Developing ‘Ethical’ AI Agriculture and Food System Technologies**

Our interviews suggest that development of AI in the food system suffers from excessive or misaligned regulation in some cases, and too little regulation in others. Many researchers stated that government regulations are out of touch with actual experiences and concerns of researchers and partners. Yet, when asked in the interviews, “How familiar are you with government regulations that pertain to your AI-related work, and how effective do you think those regulations are?” most AIFS researchers responded that they interacted very little or only indirectly with government regulation, and that regulation had very little direct influence on their research other than through an Institutional Review Board (IRB).

According to the interviews, regulation intersects with AIFS research along three pathways. First, the FDA and HHS support university oversight of human subject research through an IRB. This pathway, while formally integrated into institutional research workflows and relatively strong in helping researchers implement protocols for informed consent and data privacy, lag behind or do not account for
1) the technical capacities of evolving AI-based tools, 2) issues beyond consent and privacy, or 3) the complex social, economic, and regulatory landscape in which researchers must negotiate their projects.

Second, some regulations, aimed at increasing ethical standards and outcomes of research, such as those discussed below, in some cases inhibit research altogether. These regulations, while crafted with good intent, are often disconnected from the practical realities of implementation—such as legal costs required for tasks that would allow a project to comply with regulations. The disconnect between policy-setting and implementation ultimately undermines the purpose of ethical research by making it difficult, if not impossible, for researchers to proceed with their work.

The third pathway of regulation increases pressures on growers and food producers to reduce impact on natural and environmental resources. This type of regulation initially gives potential partners incentives to collaborate with AIFS researchers to explore and develop alternative and more sustainable AI-based methods. While well-intentioned, this type of regulation opens a window of opportunity for the introduction of AI-based methods, but private sector products—if not well grounded in validated research—may derail the long-term adoption of AI-based tools that would facilitate a more sustainable food system (Fig. 1).

All three regulation pathways were reported as insufficient, disconnected from the realities of implementation, or lagging behind technical capabilities in AI technology research and new ethical issues arising from these tools. As one AIFS researcher stated, regarding the technical capabilities for invasion of privacy through high-resolution imagery, “The technology is really pushing…a lot faster than…a legal framework is keeping up with it.”

National and Global Regulations ‘Impeding’ Food System Research

Our interviews suggest that this disconnect between governance and implementation has the potential to impede research in multiple contexts. One example of regulatory disconnect is Section 889 of the Federal Acquisition Regulation (FAR) of the John S. McCain National Defense Authorization Act (NDAA) for Fiscal Year (FY) 2019 (Pub. L. 115-232). The U.S. Department of Defense (DoD), U.S. General Services
Administration (GSA), and the U.S. National Aeronautics and Space Administration (NASA) recently amended this section to prohibit contracting with any vendor that cannot certify that they have not purchased equipment that may have been manufactured or sold by companies in China. This regulation delayed some of the research in one AIFS research cluster because a main vendor did not yet have a system in place to certify that their equipment met these criteria. The cluster was able to resolve this issue by securing the necessary certifications from alternative vendors, but it is unclear how this issue may yet impact other food system research.

This same researcher discussed similar challenges with two other projects. One project, regarding meta-genomes conducted in collaboration with European researchers, was stalled for months because of disconnect in the contracts between various U.S. and European agencies regarding informed consent requirements regarding which entities would manage participants’ data. Yet another project has been impacted by a USDA regulation that bans the use of gift cards to compensate human participants in USDA-funded studies. This researcher acknowledged that the intent behind this regulation—to prevent fraud—was good, but that cutting checks and submitting forms to the IRS to comply with the regulation was more difficult, for both research staff as well as for participants. This researcher suggested that the regulation might be amended to allow gift cards up to a certain dollar amount. This adjustment might successfully prevent fraud while also simplifying the process of recruiting and compensating study participants, but this researcher noted that there is no good mechanism to communicate such recommendations up the chain of communication to policy makers. While these problems in some cases were temporary, the researcher observed that regulation, if not structured with an understanding of the effects for those implementing it, “can dramatically impede progress…and that can actually be more harmful [due to] not being able to deliver benefits.”

While this researcher regarded regulation on informed consent to be especially strong and well-managed in their field of research, they observed that once AI-based tools migrate from research to the commercial domain, there would be little if any regulation regarding informed consent. The researcher stated, “In the research world, [consent] is very well controlled, but I have concerns about the non-
research world, which seems very Wild West to me right now…when I say Wild West, I’m thinking lack of regulation.” This comment was supported by other interviews perceptions and references to the “Wild West” and the California Gold Rush of the 1850s to describe the lack of regulation of AI development. This researcher noted that consumers of these technologies may consent to allow their health data to be used without realizing how their identity and security could be tracked and compromised in this process, or “used against [them], whether it’s in…health insurance, or some form of discrimination.”

Another AIFS researcher described similar challenges with the Nagoya Protocol as an example of a regulation that demonstrates a disconnect between the agencies making regulations and the individuals responsible for implementing and complying with them. The Nagoya Protocol is a treaty for Access and Benefit Sharing (ABS) ratified in 2014 by United Nations (U.N.) and European Union (E.U.) members. Although the United States has not signed or ratified this treaty, it has far-reaching implications for U.S. scientists, research, collections of genetic material, and technology transfer into commercial domains (McCluskey, et al., 2017). As this researcher explained, “It's a protocol which basically says that if I take germplasm resources from…another country, from indigenous people…and we make something and we benefit from it, then some of that benefit should go back to where that originally came from. No one has a problem with that. It's beautiful.”

However, the researcher noted that despite their wholehearted support for the principles of this protocol, challenges in implementation threaten to bring some scientific research to a standstill. This researcher observed,

The problem is dealing with…nations which…don’t really have any way to implement that or to deploy a mechanism to gather that benefit. So, we may want to return the benefit, but we will look at the cost of doing that, because the legal costs might be $20 million…just to have our legal team in the [University of California] figure this out, who are they talking to, how can we do this, and so, then [the legal team] will say, ‘No, we just can't do that, we can't work with that nation…it’s not going to work out,’ so then scientific discovery is being held back by that sort of framework.

In these cases, AIFS researchers must navigate the complexities of U.S. federal regulation as it unfolds within the context of national security and foreign and global governance.
State Regulations Creating Time-Sensitive Opportunities for Innovation in Agriculture

Similar conundrums arise with individual U.S. state regulations. State regulations in California are incentivizing growers and food producers to look to AI solutions to mitigate costs and maintain compliance for their operations. As will be discussed in the following section, these incentives often lead to lost opportunities. Nonetheless, this policy approach has been particularly common in California.

Food system regulation is strong in California. One AIFS member stated, “California has the highest level of regulations on the food and agriculture industry of any state in the United States. We’re pretty close to the level of Europe [which] has very high standards. The growers have told me, ‘It costs us a lot of time and money, but also…it means California farm products are of the highest quality in the world, because we're under so much regulation.’”

Regardless of the benefits of regulation, this AIFS member also noted, “The growers feel incredibly squeezed by all of [these regulations]. I do think it's an opportunity where technology innovation can help play a mitigating role. All the regulations add up, and what that translates to is cost that eats into profit.” This AIFS member stated that regulatory reporting, on issues such as electricity consumption, has become a major driver for different agricultural startups. This individual observed, “Many California farmers are in the business of four things: they're in the business of agriculture, energy, land, and water…So [there are] many farmers adopting [AI] technologies to better get a handle on managing the regulatory burden workload.”

In addition, this AIFS member noted that the costs of inputs such as energy, water, and labor, are rising, leaving many growers with little choice but to adapt their methods to reduce costs. The individual stated,

Water is more expensive, especially now that we're in a drought year, it's going to get really hard to come by and expensive. PG&E (energy) rates…always go up and up, to where…companies are looking at creating their own micro grids now, so, inputs…are always going up. Labor's 30 dollars or more an hour in some places for high value crops, yet market prices aren't increasing. In fact the retailers always push farmers to lower prices, because consumers want cheap food, basically. Unless there's a differentiated
consumer product….That’s where [there’s an] opportunity for AI to identify new novel 
food products that can command a higher value.

Another AIFS researcher offered a similar perspective, stating, “Lawyers and policymakers are 
making laws to protect the environment…but then farmers feel like they’re targets of…overregulation.”
The researcher acknowledged the need to manage resources effectively, but noted the problems that occur 
due to the gaps of knowledge and operational scale that exist between policymakers and food producers:

We work with different stakeholders. Growers are on one side, then you have 
policymakers on the other side, and they also have different needs. And they work at 
different scales. Policymakers want to see things at a larger scale, scaled impacts…and 
growers [are] looking at their individual farm or field where data needs are different, 
models that are required are different, and so on….

Policies are mostly made on the watershed or ground water basin scale, but then the 
implementation to address problems is mostly done on a field scale or farm scale…laws 
or regulations now require growers to meet certain standards. For example, if they over-
discharge nitrates, they can violate the irrigated lands program regulations, for example, 
and they can be fined for lack of compliance. Or if they are in a groundwater basin that is 
overdrafted, the state could come and say no more pumping…so that is on a regulatory 
尺度…and that's…affecting what kind of decisions growers have to make in their 
operations…

This researcher stated that one goal of their research with AIFS is to “provide data, models, and 
knowledge…to generate data that regulators could use [to make better policies].” According to this 
researcher, policymakers and AI developers need, but often lack, an awareness of cultural and practical 
conditions that impact agriculture at the field, farm, or other site scale. As this researcher stated, 
“Somebody [may have] knowledge, but they may not understand the cultural settings in which agriculture 
happens or in which policy is made or companies work….?” Lodged in this middle ground between 
policymakers and partners, AIFS researchers strive to deliver data to regulators and solutions to growers, 
while building trust with both. But this is not an easy task.

Barriers: Challenges Impacting Adoption of AI Food System Technologies
While a desire to increase profits may provide incentive for exploring technologies that can reduce 
production costs, barriers to adoption of AI technologies still exist. As noted above, recent regulation
aims at intensifying the incentive to explore or shift to AI-based technologies in the food system (Hanak, et al., 2019), but the mismatch in timing of regulations that incentivize interest, and reliable technologies that deliver results, can give growers negative first experiences with AI, and paradoxically, reinforce reluctance rather than encourage adoption of AI technologies. As will be discussed in detail below, recent years of increased regulation have therefore unwittingly contributed to a dysfunctional cycle for AI technology adoption in the food system (Fig. 1).

As policy-makers raise costs and tighten constraints on inputs and effects, they drive growers and food producers to become more open to exploring AI-based solutions to reduce costs and inputs and manage an ever-growing regulatory burden. As demonstrated in Figure 1, these economic incentives open time-sensitive windows of opportunity, where growers and food producers become more interested and willing to leverage newer AI-based tools. This is not to say that farmers and food producers are not already interested. On the contrary, many farmers have good reasons for not adopting AI-based technologies, and resent the implication or assumption that if they do not adopt early, it is because they are “not modern,” or “laggards,” or unwilling to adopt sustainable methods (Ryan, 2021). In fact, important material issues can form barriers to adoption of technologies. For instance, AIFS researchers report that some AI-based technologies do not integrate well with other current technologies or regulatory reporting regimes (see also Higgins, 2017).

Traditional Cultures, Local Knowledge, and ‘Snake Oil’ in Current Agricultural Practices

Researchers state that growers often come from older, traditional cultures and communities and that these individuals usually trust their “gut feelings,” their experiences, and historic data. As one researcher observed, “Agriculture is very unique. Almost each farm, even just in the Central Valley…is different. If you’re in the Sacramento region, even the attitudes of the growers [are] different from [those] in the San Joaquin. So you really have to understand the entire ecosystem.” Given the unique nature of each farm and region, long years of experience, hard-earned knowledge, and intuitive methods guide decision making (Niles and Wagner, 2017). But this type of deep familiarity is harder to maintain in large
operations where it is difficult to be precisely aware of the input needs of many diverse crops. Some AIFS researchers reported that this uncertainty at times leads growers to apply excess inputs as a form of insurance, or a way to ensure that their crops survive, but these methods often lead to an excess of nitrogen in soil and groundwater and poor soil health over the long term.

Various AI technology companies step in with products to attempt to help growers see and manage their fields with greater precision. The researcher continued, “There are companies coming up all the time and trying to sell things to growers that don’t work. There are many companies that are trying to get into the agricultural space and they have no clue about agriculture…sometimes it feels like somebody has a hammer and they’re looking for a nail to hit…farmers feel like they’re being sold snake oil.” As another researcher noted, “growers in general are reluctant to use new technological tools…it has to be extremely easy to use and also better than their intuition if you're going to have any hope that they're going to use it.”

The Long-Term Impact of Past Experiences

AIFS researchers report that partner and consumer expectations are shaped by negative past experiences with for-profit vendors. An AIFS researcher stated that the commercial aerial sensing services offered by some companies are not reliable due to their improper data calibration and interpretation process. This researcher states that such approaches ultimately yield poor results but while there is no systematic validation process in place, it may take a few years before the grower realizes that the analytics results do not match the reality and stops using that company’s product. A grower may then return to more conventional agricultural methods they regard as tried and true, and become more reluctant to try similar AI technologies in the future, even when developed by academic researchers (Fig. 1).

Researchers strive to demonstrate respect for growers’ views, practices, and dilemmas. They also note many agricultural practices, though now deeply entrenched and considered “traditional” are actually relatively new, having sprung up since the mid-twentieth century. As one AIFS researcher observes, “there are things that we would consider traditional now because…that’s how they’ve been done for the
last hundred years…[but they] are really not ideal. [For instance] a breeding method that's been in process since industrial agriculture started in the 50s is not [necessarily] there because it's good. It's just there because that was all we could do at the time.” Another AIFS member states, “there's this…nostalgic, rustic depiction of…the breeder out in the field noticing the most important things and…the importance of the breeder’s observational abilities.” Most AIFS researchers expressed that it is necessary to work within these cultural and knowledge frameworks, rather than attempt to dislodge or alter them. However, the views expressed seem to sit somewhere between definitions of a technology as an input or instrument, and as an affordance (Akullo, et al., 2018). On the one hand, AIFS researchers hold the view that AI tools should be used in highly specific ways for them to work, but on the other hand, they expressed awareness that the tools will be embedded within highly varied cultures and environments.

These technologies must fit within technical, regulatory, and social landscapes as well as natural ones, but often do not meet these criteria. For instance, as noted above, AI-based technologies are used increasingly for managing the increasing regulatory burden, but new tools do not always align with reporting requirements. This disconnect creates practical and financial disincentives for adoption. Also, some newer technological methods have met with widespread popular dissent. According to one AIFS researcher, efforts to build public trust in methods such as genetically modified organism (GMO) breeding have backfired. This researcher noted, for example, that attempts by scientists to generate public acceptance of GMO technologies by demonstrating “the biological similarities between the effect of a mutation created through some sort of a transformation protocol and the effects of mutation that occur naturally” had the opposite effect. These statements “erode[d] trust [in traditional breeding] rather than gaining trust [in GMO breeding].”

While several AIFS researchers stated that it is imperative to develop plans and methods for effectively communicating with consumers regarding the technologies being used in the food system to facilitate trust and to prevent misconceptions from forming, scholars note that communication in itself is not enough. Even supporters of these technologies acknowledge the problems that have come from the “virtual monopoly of GM traits in some parts of the world” through the extension of intellectual property
rights through patent laws. As stated by Godfrey, et al., “Finding ways to incentivize wide access and sustainability, while encouraging a competitive and innovative private sector to make best use of developing technology, is a major governance challenge” (Godfray, et al., 2010).

**Bridges: Building Relationships of Trust to Facilitate AI Food System Technology Research**

In the absence of clear guidelines and adequate regulations that specify who is responsible for developing trustworthy or “responsible” AI technologies, or how it will be developed, AIFS researchers work within the current cultural and logistical landscape by personally building trust with stakeholders. Researchers report that they navigate this complex landscape by building and carefully maintaining relationships of trust that are long-term, mutual. They state also that building these relationships depends on producing high quality, reliable research that is compatible with existing culture, practices, and infrastructure. As noted in the Literature section, the trust AIFS researchers aim to build is specific and strategic trust (Gardezi and Stock, 2021). AIFS researchers assume that their personal integrity and delivery of reliable technologies form the basis for securing partners and data for their research.

When asked if they believed that AI food system researchers deserved the trust they solicited from partners, all AIFS researchers responded with yes, but most provided caveats. They believed academic researchers deserved trust provided they were following proper protocols and validating their data. As one researcher stated,

> I try to earn [trust]. When I earn it, I am very careful not to lose it. For example, I tell my students and postdocs to treat relationships with our stakeholders — whether growers, commodity boards, or state agency officials — very delicately, because, these are relationships that can be easily lost, and they are hard to get.

When opportunities arise to collaborate with partners, AIFS researchers stated that they do all they can to meet partner expectations on four critical fronts: (1) presenting AI technologies as an aid, not just a displacement of human labor and decision-making; (2) privacy of the data with which they are entrusted, (3) reliability and accuracy in the algorithms they use the data to produce; and (4) building long-term relationships of mutual trust.
AI Technologies as an Aid, not a Displacement

While working within current cultural, environmental, and economic constraints, AIFS researchers consistently expressed their belief that conventional, human-based practices would be improved by AI tools that support growers in making decisions regarding their crops. But they present AI technologies to potential partners as tools that will assist rather than displace human growers, breeders, laborers, and food producers. By emphasizing that AI technologies, in many cases, can assist human agents in the decision-making process, rather than making decisions for them, one researcher hopes that these technologies may be more appealing to potential partners. This researcher compared the use of AI technologies to “bringing a new third base person” onto a baseball team: “the AI methods offered cannot substitute the whole team or the whole game, but AI methods can improve the team’s ability to perform a specific task.” This response reflects an understanding of technology as an “affordance” that will be used as part of a repertoire that growers may use to achieve a variety of goals (Akullo, et al., 2018). Such careful framing has the added benefit of showing growers and food producers options that allow them to maintain control of their operations so that the technology aligns with their interests. This approach also carefully manages expectations so that farmers and food producers understand the levels of risk and range of benefits associated with the use of these technologies.

That said, given that much of what makes AI “AI” is that it learns and makes decisions in ways that humans cannot fully understand, control, or predict. In fact, AI’s ability to automate activities through learning and decision-making is both an inherent advantage as well as a weakness of AI-based technologies. It may therefore be disingenuous to suggest to farmers and food producers that they will be able to maintain the same levels of decision-making power to which they are accustomed. Interviewees did not have time to discuss the details of how they frame these risks and tradeoffs to their partners, but such disclosures may be important to add to ethical and regulatory frameworks to offset the temptations to make claims that mischaracterize AI risks and capabilities as an appeal to “sell” AI to those who may not
fully understand the risks. Such claims pose an ethical problem because they undermine meaningful and transformative consent, as discussed above. (Jones, 2018; Pechlaner, 2010; Miller and Wertheimer, 2009).

**Ensuring Data Privacy**

AIFS researchers make strong efforts to ensure data security. These efforts often involve formal protection of proprietary information. For instance, one researcher stated that their team routinely includes data management plans in their agreements with partners such that there is “very little left to speculation in terms of how that data is stored, when it will be deleted, [and] in what form it will be communicated.” Another researcher stated that they must “carefully vet who has access” to confidential data, using different technologies to ensure security in some cases. Still another stated that “companies are very protective of their data” and that their team is required “to sign an agreement every time” regarding data security. Protection of data also frequently includes subtle, informal agreements, such as avoidance of stated or implied uses of private or even public data that partners fear might be averse to their own or their consumers’ or constituents’ profits and interests.

At times, partners’ desires for data privacy come from concerns that they would be found to be out of compliance with regulations or social justice activism. As one researcher stated, “a big barrier in the past, is…trust….Growers are reluctant to share [their data] because they may run into other problems [such as] environmental justice…issues, so unless they trust you they won’t share those data with you.” Another researcher stated,

> We obviously promise and assure confidentiality and privacy. It can be a little more tricky when we study, for example, antimicrobial use in livestock, because we are asking questions where answers could get the participants in trouble….There has to be a high level of trust. They trust us, they trust with whom we are connected, and how we are going to use the data and, depending on their level of trust, they will share.

Another researcher also stated that partners fear damage to their brands, for example, if data that are potentially detrimental to owners were leaked to the public. They also fear loss of competitive advantage if their data were released to competitors. As these interviews reveal, the centrality of data to AI development can place AIFS researchers in a position of needing to commit to not exposing privileged
information as part of their effort to help growers and food producers achieve more cost-effective and sustainable outcomes.

It appears that for-profit companies are also becoming more concerned with data privacy and recently have begun tightening the restrictions they place on their users’ data. As one researcher stated, “user privacy or data privacy laws are rapidly changing…this is very recent, [within the last] year or so, the data privacy issue is getting more and more important. Previously, certain big companies would even sell their user data, but now you…can’t sell your data and you can’t use it for your own product design….I definitely see the companies’ policies getting stricter and stricter every year in terms of data privacy…there are very strict rules in certain [large] companies.”

Despite this tightening of restrictions, this researcher also reported that there are “gray areas” regarding how these restrictions are implemented and what sort of data or data management might create privacy breeches. “In the medical field, you have HIPAA, but on the consumer side, you don’t really have that, so it’s really hard to define what is sensitive information and what is not sensitive information. So the rule is strictly you can’t use sensitive information, but [how this term is defined is] definitely a gray area.”

Ensuring Accuracy and Reliability

In addition to safeguarding data privacy, AIFS researchers also emphasized reliability and accuracy as a second critical expectation that potential partners express. Researchers state that they must not only deliver viable solutions to partners and consumers, but solutions that are better than what partners previously have used. As one researcher remarked, researchers must be certain that “the predictions we make are better than just intuition.” This researcher stated that the products they deliver must be bounded within a feasible range, validated, and “rigorously evaluated.” To provide growers with the range of returns they can expect from AIFS technologies, this researcher and their team use unit testing. They run “dozens of tests to verify that things are correct. [The tests] take a lot of time to write as well, but one of the worst things that can happen is that you have some software, you make it available, someone
downloads it and then it crashes immediately.” This researcher advocates “solid validation and testing of things to demonstrate reliability.” Or as another researcher stated, “We have to have a record of accomplishment that makes them trust…our opinions on guiding research in a direction that will be fruitful.”

Testing is especially important in light of negative past experiences with for-profit AI tools. AIFS researchers strive to provide positive experiences and results that can lead potential partners to agree to implement AIFS methods and technologies. Typically, AIFS researchers begin with tests on a small scale, which minimizes risk for growers and producers and gives AIFS researchers an opportunity to demonstrate that their research provides sound and effective solutions. Most AIFS researchers expressed confidence in the data they and other researchers produced, citing the “scientific method” and peer review as sufficient to create reliable scientific results. It is these methods that most AIFS researchers believe distinguishes their own or other academic research from for-profit vendors who may use AI technologies but without providing research-based data. As one researcher stated, “I understand that [growers] may have difficulty trusting companies…[that] do not provide validated data interpretation.” This researcher attempts to differentiate AIFS from these other companies by working with growers, teaching them through the University of California Cooperative Extension, generating models, and optimizing them so that growers can see a return on their investment.

AIFS researchers’ perspectives on commercial developers range from cautious to skeptical, and may take an overly generous view of their own work while painting a perhaps overgeneralized and negative view of commercial technologies. First, most AIFS researchers were unable or unwilling to cite specific companies and tools that in their experience have created a “snake oil” impression among farmers. Second, assuming that at least some commercial firms may use unvalidated data or poor quality research as foundations for their AI-based technologies, it is too broad to assume that all for-profit companies do this. Indeed, it seems that for-profit companies would have at least some incentive to provide high quality technologies, and that they must assess the trade-offs between launching products too quickly and rigorously testing them to make sure they work. Akullo et al. argue, however, that
“...companies usually cannot afford to wait for economic returns on the long run which puts a certain time pressure on the innovation process.” (Akullo, et al., 2018).

It was clear from many AIFS researchers’ responses that many of the time and cost pressures that they identify as leading to low-quality commercial technologies also exist within academic research, however instead of being incentivized directly by profit, they are incentivized by measures of academic success. They note that pressure to publish quickly and often may compromise the accuracy and reliability of the algorithms they produce. For instance, one researcher discussed the financial costs of minimizing bias in data collection. The researcher stated, “You might be able to argue there’s a tension between costs and performance or coverage...for example, if we need to ensure our data is collected in a very unbiased way...the cost of collecting data may be much higher...data collection is a fairly expensive process, not only in terms of funding, but also in terms of people involved, labor involved, the humans involved.” This researcher also noted that there is a balance between time spent researching and pressure to publish quickly. The researcher stated, “Researchers in general want to be the first one to publish something...there’s always a risk to that...how should we balance the desire to publish first versus thoroughly evaluating all aspects of the research?”

Another researcher discussed similar problems with pressures to publish quickly, stating, “The common challenge is that you have to wrap up the project and maybe you don't have time to explore the implications of all your findings and research, and build enough trust in it and you have to kind of get things out there before you would like to get things out there...you get something working, but then to have the time and support to build trust in whatever you have working is something you may have or may not have.” The researcher described the need to work in the middle of the night on past projects that required further testing after funding had officially ended. They reported,

Because a lot of projects, a lot of sponsors, are eager to show the flashy thing...nobody is finding it that exciting to spend time on debugging things and seeing how things go wrong unless that's built into the project. [Testing] usually comes at the cost of having less so-called “productivity” in the form of publications. Since that is one of the metrics, which has its merits, but the conclusion is [often] that you are kind of penalized for trying to be careful. So what often happens is a project runs out of time and you take another year or year and a half to get the paper out, whereas, somebody [else] writes three papers.
in that time. That is not uncommon, and then it is up to your risk tolerance to take the
time to be careful and show “less productivity.”

The researcher continued,

I've only been with one sponsor ever that wants to actually give you the time to get the
uncertainty down because it mattered for their application so much. With everybody else,
the project ends and then you're supposed to get things out….If you need to take extra
time, you are doing it on your own time…and cost and you might not get it out in a
timely manner, because you are now doing it without resources…

The researcher referred to three papers currently being finalized, stating, “[T]he project ended…years
ago…but…we wanted to improve some things and we are improving them…in the wee hours of the night
because there's no official work time for them.”

When researchers do not take extra time to test, technical bugs can accumulate as “technical
debt.” As another researcher observed:

There's always this trade-off in technological development between moving things
quickly and being thorough about things and I…refer to that as technical debt, when you
try and move things faster than maybe should be done in order to…get ahead in order to
to get things out there, but then there are other things that kind of accumulate on the back
end, maybe there's more testing or validation that needs to be done, maybe there's more
hardening of the code that needs to be done. And this is all kind of accumulating
technical debt that eventually has to be paid off. I think that there's kind of a balance
between this but as long as there's not too much debt being accumulated, then I think that
the trust will come as well…it’s relevant even for us as academics, you know it's always
publish, publish, publish, so, oftentimes it’s just do enough in order to get the publication
out and then…you're forced to move on sometimes, so you're then…accumulating that
debt just like in a company.

These interviews demonstrate that the trade-off between the speed and risks of technological development
creates practical and ethical dilemmas for researchers and partners alike. Gray areas such as ambiguous or
vague ethical standards and lack of clarity about the time and resources needed for adequate testing mean
researchers are left, often literally, in the dark.

Relationships of Trust Take Time

As the above concerns indicate, building relationships with other researchers and current and potential
partners and consumers are reported to be critical to nearly all AIFS research, testing, and
implementation. But these relationships are also reported to take years, even decades, to build and
significant time, care, and financial investment to maintain. One researcher described relationships as “fundamental to everything that we do.” This researcher stated,

For us it takes years to build up those relationships. We usually start working with a commodity group or somebody who is kind of in between us and the companies themselves or the growers, as the case may be, who can facilitate some initial research [and] can help to connect us with potential stakeholders and then usually after some history of successful projects, and demonstrating that we can productively work with these private entities, then they seem to be more forthcoming with information that they might not otherwise readily disclose…we have a very long history, many decades, working with the food industry, so I think that helps to get the foot in the door, but at the end of the day, it does come down to individual P.I.s and the relationships that they have with particular companies or commodity groups or growers.

Another researcher stated that their supervisor has been collaborating for “many, many years” with a certain company, so “the trust has been built there. For me, as a stranger…they may not even reply to my emails if they don't know me personally.”

One researcher drew distinctions between trust in research and in relationships, stating,

It's like any other relationship you have. The whole goal of science is to challenge the assumptions, or address a hypothesis, and either prove it or disprove it…so…I don't worry about people…trusting the results that we publish. When you're really talking about trust [we’re] talking about relationships, and that's a different thing. You only get trust in relationships from experience, period, and so, you know, how do I get somebody to trust me from a relationship standpoint? I try to act in ways that they will understand that I have their interests at heart as well, so my goal 95% of the time as a manager of science is trying to make sure everybody's interests are aligned.

AIFS researchers reported that partnerships are also facilitated by long-term reputations of affiliated academic institutions as sources of rigorously tested data untainted by concerns for personal profit. As one researcher noted, “we cannot fake anything. There's always levels of verification, validation…to make sure we're doing everything we are supposed to do…I think a lot of the people…want to collaborate with university researchers, because they know that it's not like [if] I publish a paper I get extra money, because we are really a third party. We do research, we get paid to teach…we follow standards, we want to benefit the field. We are not getting money from publishing.” Another researcher stated,
There is already a lot of trust between growers, and commodity boards, and unions of growers toward the university. They realize that UC Davis is a school that’s really working for growers, you know, that has helped them in the past, and so some of that trust and recognition carries over to anybody affiliated with Davis. So when I...talk to growers, first of all...the UC Davis label brings with it trust with respect to...my qualifications to do the research...The second is that they trust the motivation, because they realize that we are not doing this, to make money, we are doing this because it’s our mission.

Relationships of Trust Must Be Mutual

AIFS researchers insist that the relationships of trust must go both ways. AIFS researchers state that they must be able to trust that partners will behave reasonably and ethically. As one researcher noted, “Trust is the most essential element, more so than competence...somebody can be untrustworthy but competent. I don’t want to get near them.” This researcher remarked,

It takes time. If you have a long relationship with any particular company...it’s built on personal experience with different people over a fair amount of time, so you actually get things accomplished...[but] when it's a brand new company and we don't really know how they're going to act and they don't really know how we're going to act, then you go very slowly, and you baby step, purposely. I don’t enter into large...multi-year projects with companies I don't know anything about. That would be frightening. You want to, you know, dance a little bit first. If they're coming to us and they want to throw a multimillion dollar project...without really working with us previously that's a little scary. I would question their leadership.

The researcher continued,

Nobody wears a flag on their head that says ‘untrustworthy’, so the only way to determine untrustworthy is by having experiences with people and realizing okay I can't work with them...companies are very fickle, often, in their funding decisions, and so it can come and go very quickly...there’s relatively few companies that we've developed more long-term relationships with...I need to be able to trust them that they’re not going to flake out and...decide to can the project, while I have three graduate students funded on it...if a company is that fickle, then I only do really short-term projects with them, or...I just don’t find space in my research agenda for them.

Another researcher reported feeling “uncomfortable” with being “pushed” by a company who wished to collaborate with them on a research project. The researcher explained their process for negotiating these terms, but indicated that these negotiations do not always allow researchers to move forward with a project. This researcher stated,
Typically I think it will help us to understand...real world problems to work with a company. So when...they gave me an initial proposal, I started [to] have some questions about it. I feel like the company is really trying to push me the way they want it to be done. I feel extremely uncomfortable so...I said, 'Let me think about it, I will get back to you.' Sometime next week, I'm going to say, 'Sorry, my labs are too busy. I...don't have time to carry out this research right now'...I have a standard in my heart that, okay, this needs to be done this way. I can listen to you, we can discuss [the project]. I'm not saying that you have to follow my way. But there needs to be a middle ground...We all have a standard in the lab. I don't care how much you pay me to do this research, if it's ruining my standard and ruining my reputation, it's going to be a no.

Yet another researcher reported concern about being able to trust companies to use the algorithms they build in ways that match the researcher's values or do not cause harm. This researcher stated,

I am actually constantly approached by a lot of startup companies...they promise to develop either tools or apps, it’s more like an app service industry. For those, personally, I’m more reluctant to collaborate with them, because [I’m not] sure how they're going to use my algorithms... it’s [a] totally different field, academia and industry...they are for profit....For our research we make sure the accuracy or uncertainties [are] all transparent, but once...those algorithms get to their hands...I have some doubts how it's going to be used in the right way...their service is less...transparent compared to academia, how [the algorithm is] evaluated and how much data some [companies] have been using so it’s...a black box to me from...their product side. That's why, if I don't know those things, I'm a bit more conservative with how I...share my own models or even data with them, so...it has to be two-way trust.

Another researcher noted that relationships of trust begin to fray and lose their ability to contain and balance power between parties as technologies are scaled up to platform-based services. In these scenarios, it becomes much less clear how data sharing benefits farmers and consumers.

**Discussion**

The interviews brought to light a big-picture view of a dysfunctional process of technology adoption that summarizes the actors, decisions, and mismatched timing involved in the transition toward more sustainable agricultural practices. This dysfunctional process characterizes the troubled social and political landscape that AIFS researchers must navigate. Here, we describe this dysfunctional landscape and suggest possible steps that might improve this landscape and what the process might look like if these or similar steps were taken.
Figure 1 provides a framework to summarize the dysfunctional pattern of technology adoption that characterizes the precarious landscape AI researchers and stakeholders must navigate, as outlined in the Results. AI technologies present new opportunities to build resilience in the food system in the face of worsening environmental conditions, reduced labor availability, and increasing regulations. The private sector is able to move quickly into this space, but some firms market inferior products that erode trust in the technology. Meanwhile, public funding responds slowly and academic research, which typically progresses steadily, falls behind. In addition, the overall absence of oversight and accountability in the development of these technologies, and the strong incentives to develop them, tend to reward speed and size over quality and reliability, while simultaneously foreclosing the time and space needed for deliberation and adoption of meaningful, clear, and well-placed ethical standards. (Fig. 1)

These policy decisions may be backfiring. It is clear that there is a timing gap between the demand and readiness of these technologies. Though regulations may indeed be accelerating decisions among growers and food producers to move toward more sustainable methods, many of the technologies that researchers and governments seem to think will enable those methods are lagging behind the need. If that is the case, then the regulations, while perhaps justified and far too late from a climate change perspective, may be premature from a research and market perspective. It appears that regulations and environmental conditions are together generating a demand for new technologies and capabilities that neither commercial nor academic researchers and developers are completely prepared to meet, because these technologies take time.

This article argues, furthermore, that the precarity and ambiguity of researchers’ situation, and that of more vulnerable stakeholders, will only increase if these trends continue. Ambiguity, or “policy windows” tend to reinforce current power dynamics (Gronsiki and Glenna, 2008). This means that far from being insulated from market effects, academic researchers and the technologies their work supports may be pulled further toward the values and interests of private firms as more public-private partnerships are formed. Without intervention, the terms of “ethical development” of these technologies will be set by those who hold power currently regardless of whether they align with stated goals and values.
While the interviews reveal the practices and approaches these researchers have used for many years, the recent federal funding of institutions such as AIFS may help to support the substantial time and cost commitments that these approaches entail. This funding may then lead to an improved cycle of AI food system technology research, which in theory would help academic researchers to pivot more quickly and keep the “window of opportunity” and interest open with the creation of validated, high-quality models and technologies, as demonstrated in Figure 2.
Figure 1. Increased regulations have increased interest in precision agriculture and AI-based technologies in recent years, but academic researchers have lacked the necessary support to pivot quickly. Building and testing high-quality AI-based technologies takes time, while rushed technologies move rapidly but often discredit AI-based tools.
Figure 2. Improved AI-Based Food System Technology Research, Development, and Adoption

Government intersects cycle at two points: (1) increased regulation which incentivizes interest in more efficient methods and (2) increased funding and support for public-private partnerships to improve quality of technologies.

Figure 2. Funding and regulations to support rigorously tested technologies based on validated data may alleviate the ‘snake-oil’ problem and lack of trust in AI-based technologies, and keep windows of opportunity open.
Environmental conditions and increasingly stringent environmental and labor regulations are together adding urgency to the problems of food production. As droughts and temperatures increase, laws such as California’s SGMA become more stringent in an attempt to mitigate both real-time and future problems of increasing demand and resource scarcity by technologies and methods for more sustainable food production and practice living more efficiently. These regulations are also aimed at helping society conserve and steward precious resources to reduce the severity of the conditions that future generations will face. However, environmental conditions and regulations affect food producers, laborers, and consumers in uneven and unpredictable ways. As these interviews demonstrate, many growers, food producers, and researchers find themselves in untenable positions.

Farmers and food producers increasingly look to AI-based solutions to manage these effects and reduce costs, but these technologies do not always deliver promised results. Some developers and researchers tend to emphasize speed at the expense of reliability, enabling them to capture time-sensitive market opportunities that government regulations help to create, while bearing little to no accountability for the outcomes of their products. But researchers and innovators must balance this need for efficiency with the need for technologies that are reliable and where risks and limitations are actively discovered, effectively communicated, and fairly distributed (Fig. 2).

In the meantime, food producers find themselves, on the one hand, with increasing incentives to try AI technologies to use fewer resources and mitigate costs, but on the other, bearing all or most of the risk for these technologies with only caveat emptor as a safeguard against loss. As Gregory Dees and Peter Cramton argue, “In many cases of negotiation, especially where the stakes are relatively small, caveat emptor may be the best advice” (Dees and Cramton, 1991; Tang, et al., 2008; Roldán, 2021; Carson, 2010; Chignell, et al., 1986). However, the stakes involved in food production are anything but small. They are rapidly increasing. Leaving food producers and consumers to navigate the risks associated with AI-based technologies through trial and error may not be a reasonable approach. When food producers get burned by failed technologies and then become wary to try similar technologies, everyone
loses. The consequences are costly for food producers in the short term and possibly for society in the long run.

While it is important to avoid deterministic framings that assume AI-based food system technologies should be built, for governments to turn a blind eye to these technologies — “the possibility of not doing something” (Greene, et al., 2019) — may not be a realistic option. Without governmental funding and oversight of these technologies, the technologies will most likely continue to move forward in the private sector with benefits accruing to companies, and a greater proportion of risks and fewer benefits going to the public. Dedicated government intervention is needed, as are efforts on the part of AI researchers and developers to assume shared responsibility for considering ethical concerns in developing AI-based food system technologies.

The interview responses indicate that AIFS researchers may not be aware of how regulations may indirectly benefit them. Even those making these policies and funding decisions may be so removed from one another that there is no larger awareness of the potential ethical issue of state, local, and federal governments making a market for technologies they fund. It may be that the benefits of these decisions — the ethical consequences of “not doing something” — would outweigh any ethical concerns with “doing something,” but this question must be fully considered. Further research would be required to determine whether policy makers are aware of these concerns, or what mechanisms exist for considering them, but this article argues that even without such an awareness or intent or consideration, this two-pronged approach of regulation and funding to influence food system decisions and technologies is the de facto state that researchers and stakeholders must work within to achieve their objectives.

Exploring public-private partnerships may help to meet the challenges identified in this article (Public-Private Partnerships for Research and Innovation, 2004) but recent literature suggests that these approaches may also reinforce or exacerbate challenges if underlying power dynamics are not addressed. Public funding of academic researchers partnering with commercial firms or producer organizations would enable data sharing and, with appropriate ethics frameworks, could facilitate the development and implementation of responsible AI tools. However, such partnerships should be developed with caution,
time, and space for high levels of reflexivity, flexibility, and adaptability (Botha, et al., 2017; Vereijssen, et al., 2017; Cullen, et al., 2014).

Public-private partnerships and innovation platforms might be used to “stage a conflict” between governments and funding institutes that prioritize transparency and oversight, and farmers, food producers, and private commercial firms that tend to prioritize data privacy and business interests. By staging a conflict, it is possible, as shown by Turner, et al., that the tension between interests and ethical standards may be brought into alignment, or that meaningful compromises might be reached (Turner, et al., 2020). However, if not coupled with a close analysis of power dynamics, these efforts may only reinforce rather than shift dominant actors’ agendas. As Cullen et al. note, reflexivity, and therefore time and resources, are needed to create awareness of unequal power relationships and support context-specific solutions (Cullen, et al., 2014). The interviews conducted for this study are a first step toward such reflexivity, but more will be required. It is unclear if sufficient space and time will be supported in the face of academic and market imperatives.

Assessment and clear communication of potential risks and benefits of AI technologies should be established as early in the research and development process as possible, and this knowledge should be integrated into later assessments at later stages of development, especially when handing off technologies to others (Mulligan and Nissenbaum, 2020). Even as governments begin to adopt formal regulatory measures to govern AI, ethics frameworks, and other “soft law” tools may be needed as a complement to fill gaps created by the lag and distance between technological innovation and regulatory guidance. The interviews reveal that the regulatory landscape permits any number of models of research translation, some of which may work, and some of which do not work. Regulations should more evenly distribute controls, alleviating obstacles where they distort and hinder research and discovery, while placing hurdles in front of a wider range of innovators so that something cannot be marketed if it doesn’t meet certain criteria for testing and reliability. They should ensure certain benchmarks and controls for safety and privacy, while remaining flexible enough to preserve the discretion of researchers and developers who must accommodate the nuances that occur in the process of developing food system technologies. In
addition, where possible, researchers, developers, and funding entities should allocate funding for stress testing tools or test benches, to look for errors, biases, and other potential issues.

Conclusion

As these interviews indicate, AI agriculture and food system researchers must navigate a complex social, political, economic, and environmental landscape. As drought intensifies and environmental resources such as water become increasingly scarce, growers, governments, and researchers are collaborating to develop more sustainable and cost-efficient methods for producing national and global food supplies. Researchers work to build trust with governmental agencies and funders on the one hand, and food system partners on the other, to provide food and products that the public, in turn, will trust. These groups often have conflicting interests and expectations, leaving researchers in a middle ground or mediating role attempting to broker the terms of ethics, data access, and funding. In this space between regulatory theory and on-the-ground practices in growing, preparing, distributing, and consuming food, researchers must negotiate for access to the data and markets they need to develop, test, and transfer reliable AI technologies into the commercial food system.

While these findings and recommendations are not exhaustive, these interviews suggest several avenues for policy and partnership to support the long-term goals of AI agriculture and food system researchers, developers, and the current and future societies who may depend on them. Without these interventions and efforts, it is very likely that past and present social and political constructions of scarcity that have led to uneven distribution of risks and resources will continue unabated in the future food system.
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